
Learning & Behavior
2005, 33 (2), 197-210

Everyday causal inference is burdened by information
about competing causes. For example, suppose a physician
prescribed an antihistamine to relieve a patient’s allergies.
The patient would be anxious to learn whether, in fact, the
antihistamine worked. But the world does not readily re-
veal her causal secrets: A symptom-free day could be due
to the drug, a reduction in the allergen, or to the presence
of some competing allergy inhibitor. How then does one
make a causal inference when faced with multiple candi-
date causes?

A number of researchers have demonstrated that when
the effect of a moderately contingent cue is learned in the
presence of a strongly contingent cue, causal judgments
of the moderate cue are reduced relative to a situation in
which the strongly contingent cue is absent (e.g., Baker,
Mercier, Vallée-Tourangeau, Frank, & Pan, 1993; Price
& Yates, 1993). This phenomenon has been referred to as
discounting (e.g., Vallée-Tourangeau, Baker, & Mercier,
1994), cue competition (e.g., Busemeyer, Myung, & Mc-
Daniel, 1993), and cue interaction (e.g., Tangen & Allan,

2003). These terms have been used to describe a wide
range of phenomena in which causal judgments of a tar-
get cue change in response to information about an al-
ternative cue. Such cue interaction effects have been ob-
served in a variety of experimental paradigms, including
forward blocking (when a completely predictive cue is
learned about first, e.g., A�, and then presented in com-
pound with a redundant predictive cue, AT�), backward
blocking (a completely predictive cue compound is pre-
sented first, AT�, and then a completely predictive ele-
ment of that compound is presented, A�), and simulta-
neous blocking or relative validity (two cues that differ in
their predictiveness are learned about simultaneously).
These experimental paradigms are various ways of ob-
taining cue interaction effects and, until now, terms re-
ferring to cue interaction effects have been used to de-
scribe both situations in which it is statistically normative
to reduce one’s causal judgment of a target given the pres-
ence of a strong alternative (e.g., Price & Yates, 1995;
Tangen & Allan, 2003) and situations in which it is not
normative (e.g., Busemeyer et al., 1993). In this paper,
using a simultaneous blocking paradigm, we provide ev-
idence for two distinct types of cue interaction effects that
rely on different underlying cognitive processes and are
distinguished on the basis of whether the effect conforms
to statistically normative inferences. We label those cases
in which cue interaction effects conform to statistical in-
ferences conditionalization and those cases in which they
do not nonnormative discounting.1
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Several experiments on human causal reasoning have demonstrated “discounting”—that the pres-
ence of a strong alternative cause may decrease the perceived efficacy of a moderate target cause.
Some, but not all, of these effects have been shown to be attributable to subjects’ use of conditional
rather than unconditional contingencies (i.e., subjects control for alternative causes). We review ex-
perimental results that do not conform to the conditionalizing contingency account of causal judgment.
In four experiments, we demonstrate that there is “nonnormative discounting” above what is accounted
for by conditionalization, that discounting may depend on the nature of the question put to the subjects,
and that discounting can be affected by motivation. We conclude that because nonnormative dis-
counting occurs for summary presentations as well as trial-by-trial presentations of information and
because nonnormative discounting depends on motivation, it is not a necessary result of cue competi-
tion during the contingency learning process.
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Both associative (e.g., Rescorla–Wagner model,
Rescorla & Wagner, 1972) and statistical models (e.g.,
probabilistic contrast theory, Cheng & Novick, 1990;
Power PC theory, Cheng, 1997) have been proposed to
explain human causal attribution based on contingency
information (see De Houwer & Beckers, 2002, for a re-
view, and Shanks, Holyoak, & Medin, 1996, for a set of
relevant articles). It has been demonstrated, however,
that at asymptote these models make very similar, if not
identical, predictions regarding causal judgment perfor-
mance (Chapman & Robbins, 1990; Cheng, 1997). Ac-
cording to statistical models, to judge a single candidate
cause, the reasoner should consider how the presence of
the potentially causal event changes the probability of
the outcome event (e.g., Allan, 1980; Cheng & Novick,
1990; also see Cheng, 1997, for discussion of a covaria-
tion model that takes into account the base rate of the ef-
fect). The two pieces of information that are critical to
this assessment are the probability of the effect given the
presence of the candidate cause [P(E|C)] and the proba-
bility of the effect given the absence of the candidate
cause [P(E|~C)]. The change in probability (ΔP) is then
computed as follows:

ΔP � P(E|C) � P(E|~C).

ΔP varies between �1 and �1. A nonzero ΔP indicates
a statistical relationship between the candidate cause and
the effect.

In the allergy example, if on 18 of the 24 days on
which the patient took the antihistamine she experienced
allergy relief but only on 6 of the 24 days on which she
did not take the antihistamine she experienced allergy re-
lief, one could calculate ΔP as 18/24 � 6/24 and find
that the contingency between taking the antihistamine
and allergy relief was .5. The antihistamine could be
considered a moderately successful causal agent.

However, what if there exist multiple candidate causes
of an outcome? For example, suppose in addition to pre-
scribing an antihistamine the physician also prescribed a
nasal steroid. In a demonstration of cue interaction using
a simultaneous blocking paradigm, Baker and his col-
leagues (Baker et al., 1993) had subjects play a computer
game in which their task was to successfully move a tank
across a minefield. On each trial, subjects could apply
camouflage to the tank, but they did not know whether
the camouflage increased or decreased their chances of
being detected by the mines. Additionally, a spotter
plane occasionally flew over the minefield as the tank
was traversing it, but the subjects did not know whether
the spotter plane was an ally or an enemy. After many tri-
als, subjects judged the effectiveness of the camouflage
in helping the tank cross the minefield. Subjects’ judg-
ments of the camouflage depended on the contingency
between the presence of the plane and success in cross-
ing the minefield. When the plane’s contingency was
strong (ΔP � 1), subjects’ judgments of the camou-
flage’s effectiveness were lower than when the plane’s
contingency was zero. Baker’s results have been inter-

preted as evidence for cue competition; that is, when
multiple potentially causal cues are present, they com-
pete with one another for associative strength. As such,
the presence of a strong alternative cue will reduce the
causal judgments of a moderately contingent cue.

Cue Interaction Explained by Conditionalization
Proponents of statistical accounts of causal judgment

have pointed out that when multiple candidate causes
exist, as in the aforementioned case, ΔP is not the norma-
tive rule to apply (Cheng, 1997; Cheng, Park, Yarlas, &
Holyoak, 1996). According to this account, when there are
multiple potential causes of an effect, one should assess
causality for each candidate cause conditional on the con-
stant absence or constant presence of the alternative. This
conditionalization is in effect what scientists do when at-
tempting to determine the cause of an event—they con-
trol for alternative causes.

Controlling for alternative causes involves calculating
ΔP in part: either across only those events in which the
alternative cause was absent or across those in which it
was present. We use the allergy example to illustrate
conditionalization on the absence of the alternative.2
Figure 1 depicts the outcomes of days on which the nasal
steroid and/or the antihistamine were used. The propor-
tions in the cells of Figure 1 represent the number of
times allergy relief was experienced with that combina-
tion (numerator) over the number of times that combina-
tion was used (denominator). The proportions outside
the right-hand side of the table show the unconditional
contingency between antihistamine use and allergy re-
lief, which was .5. However, if we consider only those
days when the nasal steroid was not used (right side of
table) and take the difference between the probability of
allergy relief when the antihistamine was used and that
when it was not, then the conditional contingency is
zero; the antihistamine has no effect.

In this case of two candidate causes, there are three
pieces of covariation information that are relevant: (1) the
covariation between antihistamine use and allergy relief,
(2) the covariation between nasal steroid use and allergy
relief, and (3) the covariation between antihistamine use
and nasal steroid use. When the two candidate causes co-
vary, the conditional and unconditional contingencies
will differ and an unconditional ΔP is not normative.
Several researchers have pointed out that when the two
cues are positively correlated, as in Baker’s experiment
(Baker et al., 1993), cue interaction effects reflect sub-
jects’ detection of the conditional contingency between
each cue and the outcome (Busemeyer et al., 1993; Shanks,
1995; Spellman, 1996a, 1996b).

Indeed, Spellman (1996b) reanalyzed Baker et al.’s
(1993) Experiment 1 to show how a conditionalization
account could explain their cue interaction effect (see
also Cheng, 1993, and Shanks, 1995). In both condi-
tions, ΔP for the camouflage was .5, but the conditional
contingency was not always equal to its unconditional
ΔP. When the plane was not causal (ΔP � 0), the cam-
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ouflage did have equal conditional and unconditional
contingencies of .5. But, when the plane was a strong al-
ternative cause (ΔP � 1), the occurrence of the camou-
flage and the plane covaried, and therefore the camouflage
had unequal conditional and unconditional contingencies.
The unconditional contingency was .5, but the contingency
for the camouflage conditional on the absence of the plane
was 0. Therefore, a conditional contingency account of
causal judgment would predict the results that Baker ob-
tained: Subjects reduced their causal rating of the camou-
flage in the strong alternative condition relative to the non-
causal alternative condition. Similar reanalyses of Price
and Yates’s (1993) Experiment 1 (Shanks, 1995; Spellman,
1996b) have shown how a conditional contingency account
could explain the cue interaction reported in that experi-
ment. Note that a number of associative accounts also
make this same prediction at asymptote (e.g., Denniston,
Savastano, & Miller, 2001; Rescorla & Wagner, 1972).

According to the conditionalization account, and ex-
plicitly predicted by Spellman (1996b), cue interaction
should occur when, and only when, the two candidate
causes covary (i.e., the unconditional contingency is not
equal to the two identical conditional contingencies ). A
recent simultaneous blocking experiment by Tangen and
Allan (2003) supports these predictions. In this experi-
ment, subjects were shown multiple trials in which vari-
ous combinations of two chemicals were applied to a
petri dish containing bacteria. Subjects were to determine
the effect of the chemicals on the bacteria’s survival. Con-
sistent with the predictions of Spellman (1996b), they
found cue interaction when the two chemicals covaried,
but not when the two chemicals were independent.

Nonnormative Discounting: Cue Interaction Not
Explained by Conditionalization

Not all cue interaction effects, however, can be ex-
plained by the conditional contingency account. For ex-
ample, in Baker et al.’s (1993) Experiments 1 and 2, the
unconditional and conditional contingencies for the dis-
counted cause were equal. In Experiment 1, the camou-
flage had a contingency of 0, the plane had either a con-
tingency of 1 or a contingency of 0, and the camouflage
and the plane were independent. Yet subjects rated the
camouflage as less causal when the plane was a strong
alternative cause than when it was not. Similar results
were obtained in Experiment 2 when the contingency for
camouflage was 0, the contingency for the plane was ei-
ther .8 or 0, and the two cues were independent. In another
set of experiments using these same contingencies, cue
interaction effects were found among candidate causes
using a noncausal cover story regarding the presence or
absence of geometric figures (Vallée-Tourangeau et al.,
1994). Additionally, when the levels of the cues differ in
intensity rather than in a binary present or absent fash-
ion, subjects demonstrate cue interaction effects between
two independent cues (Busemeyer et al., 1993). These re-
sults are not predicted by the conditionalization account,
nor do they concur with asymptotic associative predic-
tions. Thus, in simultaneous blocking paradigms, we call
the cue interaction that remains after considering condi-
tionalization nonnormative discounting.

In the present paper, we offer evidence that when sub-
jects recognize the existence of a strong alternative
cause, they exhibit nonnormative discounting in their
causal ratings of a moderately contingent cue. We be-

Figure 1. Sample outcomes associated with antihistamine and nasal steroid use. Proportions in
the cells represent the number of times the outcome occurred with that combination (numerator)
over the number of times that combination was used (denominator). UC, unconditional contin-
gency; CC, conditional contingency.
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lieve that this nonnormative discounting is not the result of
competition during an associative learning process. We
argue for a nonassociative account of nonnormative dis-
counting for three reasons. First, as mentioned previously,
the nonnormative discounting effect is inconsistent with
most asymptotic associative predictions. Second, we
demonstrate that nonnormative discounting is obtained not
only when contingency information is encoded on a trial-
by-trial basis but also when contingency information is
presented to the subjects in a summary format—a situation
to which the associative accounts do not apply. Finally, we
show that when the importance of accurately assessing the
effectiveness of the moderately contingent cue is in-
creased, discounting decreases. This latter finding in par-
ticular implies that nonnormative discounting is not a
necessary product of the contingency learning or causal
judgment process, but is perhaps the result of a heuristic
or an inference process that can be flexibly applied.

Our Experiments
In the following experiments, we demonstrate the inde-

pendent existence of both conditionalization and nonnor-
mative discounting (contradicting the prediction of Spell-
man, 1996b) using trial-by-trial and summary information
encoding tasks (Experiment 1). Furthermore, we replicate
Tangen and Allan’s (2003) failure to find nonnormative
discounting and demonstrate how an aspect of their causal
cover story may underlie that finding (Experiments 2 and
3). Finally, we demonstrate that subjects can refrain from
discounting when given a reason to fully evaluate the
moderately contingent cue (Experiment 4). A summary of
our procedures and results is shown in Table 1.

In all experiments, nonnormative discounting was as-
sessed by comparing causal judgments across two con-
ditions. In both conditions, the contingency for the tar-
get cause was .33 and the target and alternative causes
were independent (i.e., the unconditional and conditional

contingencies were equal). What varied was the causal
strength of the alternative: in the high-alternative inde-
pendent (HA-Ind) condition it was .67; in the low-alter-
native independent (LA-Ind) condition, it was 0. If sub-
jects rate the target cause lower when the alternative is
highly contingent than when it is noncontingent, that
would be evidence of nonnormative discounting.

EXPERIMENT 1

In Experiment 1, we wanted to examine whether con-
ditionalization could explain all of the cue interaction we
expected to find. To assess what could be explained by
conditionalization, we had two “high-alternative” condi-
tions (see Figure 2). In the HA-Independent (HA-Ind)
condition, the unconditional and conditional contingen-
cies for the alternative and the target cause were equal,
with a contingency of .67 for the alternative and .33 for
the target; in the HA-covariation (HA-Cov) condition,
the alternative had an unconditional contingency of .67,
but a conditional contingency of .80, and the target had
an unconditional contingency of .33, but a conditional
contingency of �.20. If the subjects rate the target as less
causal in the covariation than in the independent condi-
tion, that would be evidence of conditionalization. To de-
termine whether there were cue interaction effects that
could not be explained by conditionalization, we as-
sessed nonnormative discounting by comparing the two
independent conditions as previously described.

Method
Subjects

One hundred twenty undergraduate students participated in par-
tial fulfillment of a course requirement.

Design
We manipulated two between-subjects factors: encoding task

(summary information vs. trial-by-trial) and the contingencies be-

Table 1
Summary of Conditions and Results (Based on Causal

Ratings for the Target Cause) in Experiments 1–4

Experiment Cover Story Encoding Comparison Results

1 Plants/fertilizer Summary Conditionalization: HA-Cov � HA-Ind
Discounting: HA-Ind � LA-Ind

Trial-by-trial Conditionalization: HA-Cov � HA-Ind
Discounting: HA-Ind � LA-Ind

2A Patient /medicine Summary No Discounting
Trial-by-trial Discounting: HA-Ind � LA-Ind

2B Bacteria /chemicals Summary Discounting: HA-Ind � LA-Ind
Trial-by-trial No Discounting

3 Modified
Bacteria /chemicals Trial-by-trial Discounting: HA-Ind � LA-Ind

4 Patient /alt. cheap Trial-by-trial Discounting: HA-Ind � LA-Ind
Patient /alt. expensive Trial-by-trial No Discounting

Note—In all experiments, the contingency for the target cause was .33. The contingency for
the alternative cause was .67 in the HA-Ind condition and 0 in the LA-Ind condition. Experi-
ment 1 is the only one with an HA-Cov condition. In that condition, the unconditional con-
tingency for the target cause was .33 but the conditional contingency was �.20. Also in that
condition, the unconditional contingency for the alternative cause was .67 but the conditional
contingency was .80.
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tween the causes and effect (low-alternative independent, LA-Ind;
high-alternative independent, HA-Ind; and high-alternative covari-
ation, HA-Cov). See Figure 2 for the contingencies. These contin-
gency conditions, LA-Ind, HA-Ind, and HA-Cov, are equivalent to
the baseline, no discounting, and discounting conditions of Spell-
man (1996b) and the baseline, equal, and unequal conditions of
Tangen and Allan (2003), respectively.

Materials and Procedure
Subjects in the summary information condition read a cover story

asking them to imagine that they were attempting to figure out if two
liquids found in their landlady’s garage were fertilizers or plant
killers (see the Appendix for complete cover stories for all experi-
ments). Subjects then read a summary account of the contingency
information. For example, subjects in the LA-Ind condition read:

She has 72 plants in the greenhouse.

18 got both the RED and BLUE liquid. 6 bloomed.

18 got only the BLUE liquid. 0 bloomed.

18 got only the RED liquid. 6 bloomed.

18 got neither the RED liquid nor the BLUE liquid. 0 bloomed.

Subjects rated the effectiveness of each liquid on a scale from
�100 to �100 (�100 � total flower inhibitor; �100 � total flower
stimulator; 0 � no effect).

Subjects in the trial-by-trial condition were tested on Macintosh
computers. They read the same cover story and were instructed on
how to use the scale described above. They then completed six
blocks of 12 prediction trials for a total of 72 trials. Each block of
trials contained one sixth of the event frequencies depicted in Fig-
ure 2 so that the stated contingencies held for each block. Presen-
tation of the trials was randomized within blocks. Each prediction
trial began with a warning screen presented for 1,000 msec. Subjects
then saw some combination of red and blue liquids pouring onto a
plant without a bloom. This screen remained visible until subjects re-
sponded whether they thought the plant would bloom by hitting ei-
ther the Y (yes) or N (no) key. After responding, subjects learned
whether the plant had bloomed on that trial. This feedback was visi-

Figure 2. (A) Event proportions in the high-alternative independent (HA-Ind) condition. (B) Event proportions in the low-alternative
independent (LA-Ind) condition. (C) Event proportions in the high-alternative covariation (HA-Cov) condition. Proportions in the
cells represent the number of times the outcome occurred with that combination (numerator) over the number of times that combi-
nation was used (denominator). UC, unconditional contingency; CC, conditional contingency. These contingency conditions, LA-Ind,
HA-Ind, and HA-Cov, are equivalent to the baseline, no discounting, and discounting conditions of Spellman (1996b) and the base-
line, equal, and unequal conditions of Tangen and Allan (2003), respectively.
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ble for 2,500 msec. After the 36th and 72nd trials, subjects were re-
minded of how to use the scale and they made their ratings for each
liquid separately by typing in a number between �100 and 100.

Results

Because we were primarily interested in directly com-
paring the trial-by-trial and summary encoding conditions
and because subjects in the trial-by-trial conditions did not
have the same amount of information as those in the sum-
mary until after 72 trials, the primary analyses and con-
clusions for all experiments are based on subjects’ final
causal ratings.3 We do, however, report briefly on the ini-
tial causal ratings in the trial-by-trial conditions. Table 2
contains the initial causal ratings made after 36 trials for
subjects in the trial-by-trial encoding conditions for all
experiments. In addition to an omnibus analysis of vari-
ance (ANOVA), for all experiments we carried out theo-
retically driven planned comparisons, which are depicted
in Table 1.4

Target Liquid
Final causal ratings for the target liquid are critical to

the assessment of conditionalization and nonnormative
discounting. The ratings appear in Figure 3. An ANOVA
on the final target ratings with encoding task (summary
information, trial-by-trial) and contingency (HA-Cov,
HA-Ind, LA-Ind) as between-subjects factors revealed a
main effect of contingency [F(1,114) � 53.319, MSe �

1,067, p � .001], no effect of task (F � 1), and no inter-
action [F(2,114) � 1.95, p � .147].

Assessing discounting: Independent conditions.
Comparison of the two independent conditions of Fig-
ure 3 indicates that subjects rated the target as less causal
when there was a strong alternative cause present than
when there was not. Indeed, planned comparisons re-
vealed that subjects demonstrated nonnormative dis-
counting in both the trial-by-trial [t(38) � �2.17, p �
.036] and the summary [t(38) � �3.84, p � .001] en-
coding conditions. This pattern of nonnormative dis-
counting was also observed in the initial trial-by-trial rat-
ings [t(38) � �2.74, p � .009].

Assessing conditionalization: High-alternative con-
ditions. Comparison of the two high-alternative condi-
tions of Figure 3 indicates that subjects rated the target as
less causal in the covarying condition than in the inde-
pendent condition. Planned comparisons confirmed that
subjects’ causal ratings varied with the conditional con-
tingency in both the trial-by-trial [t(38) � �3.59, p �
.001] and the summary [t(38) � �4.63, p � .001] encod-
ing conditions. Conditionalization was also observed in
the initial trial-by-trial ratings [t(38) � �2.53, p � .016].

Alternative Liquid
Although the causal ratings of the alternative liquid

are not critical to the assessment of nonnormative dis-
counting and conditionalization, they do bear on the in-
terpretation of the ratings for the target liquid (i.e., we
must ensure that subjects are sensitive to the varying
contingency of the alternative). In both encoding tasks,
subjects’ ratings of the alternative liquid varied appro-
priately with the conditional contingency. An ANOVA
on the ratings of the alternative with encoding task and
contingency as between-subjects factors yielded an ef-
fect of contingency [F(2,114) � 180.21, MSe � 932, p �
.01], no effect of task [F(1,114) � 1.22, p � .272], and
no interaction (F � 1). Subjects rated the alternative as
more causal in the HA-Cov (M � 78.8, SE � 4.3) than
in the HA-Ind (M � 60.5, SE � 2.9) condition [t(78) �
3.53, p � .001]. Likewise, the ratings in the HA-Ind con-
dition were higher than those in the LA-Ind (M � �41.5,
SE � 6.6) condition [t(78) � 14.21, p � .001]. The ini-
tial trial-by-trial ratings of the alternative showed the
same pattern: Subjects rated the alternative as more
causal in the HA-Cov condition than in the HA-Ind con-
dition [t(38) � 4.37, p � .001], and more causal in the
HA-Ind condition than in the LA-Ind condition [t(38) �
6.86, p � .001].

Summary

Experiment 1 demonstrates that even when subjects
do not have statistical reason to reduce their causal judg-
ments of a moderately contingent cue in the presence of
a strongly contingent cue, they do so. This nonnormative
discounting is evidenced not only when subjects encode
information on a trial-by-trial basis, but also when they
are given summary information regarding the contin-

Table 2
Initial Causal Ratings (After 32 Trials) for Target and

Alternative in Trial-by-Trial Conditions of Experiments 1–4;
Means, With Standard Errors in Parentheses

Condition Rating of Target Rating of Alternative

Experiment 1
HA-Cov �36.8 (8.6) 81.8 (4.8)
HA-Ind �2.4 (10.5) 43.8 (7.2)
LA-Ind 37.2 (9.9) �45.8 (10.9)

Experiment 2A
HA-Ind 10.4 (8.7) 51.2 (7.2)
LA-Ind 23.6 (6.9) �35.0 (8.6)

Experiment 2B
HA-Ind �0.4 (12.4) 14.5 (12.9)
LA-Ind �7.7 (16.7) �15.6 (13.8)

Experiment 3
HA-Ind 10.8 (9.6) 57.5 (9.1)
LA-Ind 20.4 (15.1) 1.3 (16.7)

Experiment 4
Expensive

HA-Ind 17.1 (7.3) 62.3 (5.9)
LA-Ind 31.4 (6.8) �36.5 (9.1)

Same
HA-Ind 9.7 (8.0) 50.2 (7.0)
LA-Ind 18.7 (5.8) �37.5 (7.4)

Note—In all experiments, the contingency for the target cause was .33.
The contingency for the alternative cause was .67 in the HA-Ind con-
dition and 0 in the LA-Ind condition. Experiment 1 is the only one with
an HA-Cov condition. In that condition, the unconditional contingency
for the target cause was .33 but the conditional contingency was �.20.
Also in that condition, the unconditional contingency for the alternative
cause was .67 but the conditional contingency was .80.
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gencies. As such, this nonnormative discounting does
not appear to depend on a competitive associative learn-
ing process. The results of Experiment 1 are inconsistent
with the predictions of Spellman (1996b) and inconsis-
tent with the findings of Tangen and Allan (2003).

EXPERIMENT 2

Why were the results of Experiment 1 inconsistent
with the findings of Tangen and Allan (2003)? We had
two hypotheses: the different cover stories and the dif-
ferent procedures. Among the procedural differences
were that Tangen and Allan manipulated contingency
condition within subjects whereas we did it between sub-
jects, and their subjects made causal judgments more
frequently (after 36, 54, and 72 trials) than our subjects
(after 36 and 72 trials). Therefore, in Experiment 2 we
attempted to replicate our nonnormative discounting re-
sults with a new cover story (one in which the subjects
learned about potential cures for a disease) and to repli-
cate the findings of Tangen and Allan by using their bac-
teria cover story with our procedure.

Method
Subjects

One hundred seventy-nine undergraduates participated in partial
fulfillment of a course requirement: Experiment 2A had 98; Ex-
periment 2B had 81.

Design and Procedure
The design and procedure were the same as those of Experi-

ment 1 with exceptions here. Subjects read one of two different

cover stories (Experiment 2A � patients/medicine; Experiment 2B �
bacteria /chemicals). As in Experiment 1, some subjects got sum-
mary statistics, whereas others learned information trial by trial.
Because we were primarily interested in nonnormative discounting,
we excluded the HA-Cov condition, leaving only the HA-Ind and
LA-Ind conditions.

In Experiment 2A, subjects were asked to evaluate the effective-
ness of two potential cures for a deadly virus. In the summary con-
ditions, subjects read information about how many patients with the
deadly virus were cured after receiving various combinations of the
medicines. In the trial-by-trial conditions, subjects saw trials de-
picting a patient with the disease who had received some combina-
tion of the two potential treatments. Subjects predicted whether the
patient would be cured, and on each trial received feedback regard-
ing whether that patient was cured.

In Experiment 2B, subjects were told that they were to determine
the effect of two different chemicals on the survival of bacteria in a
petri dish. (The cover story was based on Tangen & Allan, 2003).
In the summary conditions, subjects read information about
whether bacteria in petri dishes survived after having various com-
binations of the two chemicals added to them. Subjects in the trial-
by-trial conditions saw trials depicting various combinations of the
two chemicals added to different petri dishes containing the bacte-
ria. Subjects predicted whether the bacteria would survive and on
each trial received feedback regarding the bacteria’s survival. The
complete stories are in the Appendix.

Results: Experiment 2A Disease Cover Story

Causal Ratings of Target Cure
Consistent with Experiment 1, subjects overall dis-

counted the target cure (Figure 4A). An ANOVA on the
target ratings with encoding task (summary, trial-by-
trial) and contingency (HA-Ind, LA-Ind) as between-
subjects factors yielded a main effect of contingency
[F(1,94) � 6.56, MSe � 576, p � .012], a main effect of
encoding task [F(1,94) � 9.73, p � .002], and no inter-
action (F � 1). The main effect of encoding task reflects
the tendency for subjects in the trial-by-trial condition to
give lower causal ratings overall. Planned comparisons
revealed significant discounting with the trial-by-trial
but not the summary encoding [t(48) � �2.28, p � .027,
and t(46) � �1.29, p � .203, respectively]. The initial
trial-by-trial ratings of the target did not show nonnor-
mative discounting [t(48) � �1.19, p � .242].

Causal Ratings of Alternative Cure
Subjects’ ratings of the alternative cure varied appro-

priately with the contingency of that cure. An ANOVA
on the ratings of the alternative with encoding task and
contingency as between-subjects factors yielded an ef-
fect of contingency [F(1,94) � 147.39, MSe � 1,162,
p � .001], an effect of encoding task [F(1,94) � 4.35,
p � .039], and no interaction (F � 1). Once again, the
main effect of encoding task reflects the tendency for
subjects in the trial-by-trial condition to give lower
causal ratings overall (M � 27.4, SE � 7.2, for the sum-
mary condition and M � 13, SE � 8.1, for the trial-by-
trial condition). As expected, however, subjects’ ratings
of the alternative were lower in the LA-Ind condition
(M � �21.8, SE � 6.4) than in the HA-Ind condition
(M � 61.9, SE � 2.7). The initial trial-by-trial ratings

Figure 3. Causal ratings for the target liquid in Experiment 1
(plant cover story). HA-Cov, high-alternative covarying condi-
tion; HA-Ind, high-alternative independent condition; LA-Ind,
low-alternative independent condition. In both LA-Ind and HA-
Ind conditions, the conditional contingency for the target was
.33. In the HA-Cov condition it was �.20. Error bars represent
�1 SE.
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reflected the same sensitivity to the contingency [t(48) �
7.72, p � .001].

Results: Experiment 2B Bacteria Cover Story

Causal Ratings of Target Chemical
Inconsistent with the results of Experiments 1 and 2A,

subjects receiving summary information discounted and
those receiving trial-by-trial information did not (Fig-
ure 4B). An ANOVA on the target ratings with encoding
and contingency as between-subjects factors yielded no
overall effect of contingency condition [F(1,77) � 3.25,
p � .075, MSe � 1892], no effect of task (F � 1), and no
interaction [F(1,77) � 2.10, p � .151]. Further planned
comparisons revealed that, as is apparent in Figure 4B,
subjects in the summary information condition discounted
[t(38) � �2.52, p � .016], whereas those in the trial-by-
trial condition did not [t(39) � �0.23, p � .819]. Nor was
there discounting apparent in the initial trial-by-trial rat-
ings of the target [t(39) � 0.23, p � .818]. The lack of
nonnormative discounting in the trial-by-trial condition
replicates Tangen and Allan (2003).

Causal Ratings of Alternative Chemical
Subjects’ ratings of the alternative chemical varied ap-

propriately with the contingency of that chemical. An
ANOVA on the ratings of the alternative with encoding
task and contingency as between-subjects factors yielded
an effect of contingency [F(1,77) � 34.81, MSe � 2,047,
p � .001], and no other effects (Fs � 1). As expected,
subjects’ ratings of the alternative were lower in the LA-
Ind condition (M � �20.8, SE � 11.9 and M � �24.2,
SE � 8.6, for the trial-by-trial and summary information
conditions, respectively) than in the HA-Ind condition
(M � 28.6, SE � 11.2 and M � 45.0, SE � 7.9, for the
trial-by-trial and summary information conditions, re-
spectively). However, the initial trial-by-trial ratings of

the HA-Ind and LA-Ind conditions did not differ
[t(39) � 1.38, p � .176].

Summary

In Experiment 2A, we found nonnormative discount-
ing using yet another cover story, that of evaluating two
potential cures for a disease. Although this nonnorma-
tive discounting was reliable only in the trial-by-trial en-
coding conditions, there was an overall effect, indicating
discounting across the two types of encoding tasks. Such
discrepant results may reflect a less robust discounting
effect with the disease cover story than with the plant
cover story of Experiment 1. Indeed, it took more expo-
sure to the task for nonnormative discounting to emerge in
the trial-by-trial conditions of Experiment 2A (discount-
ing was not present in the initial ratings of the target).

In Experiment 2B, we replicated Tangen and Allan’s
(2003) results using their bacteria cover story with our
procedure; we, too, found an absence of nonnormative
discounting in the trial-by-trial encoding condition. We
did, however, find nonnormative discounting with the
bacteria cover story in the summary condition (note that
Tangen and Allan did not have a summary encoding con-
dition). Thus, something must be different between the
two cover stories that elicit nonnormative discounting
(plants and disease) and the one that does not (bacteria).
Because nonnormative discounting results from reduc-
ing the judgment of a moderately contingent cue in the
presence of a strongly contingent cue, it is imperative
that subjects recognize the strongly contingent cue as
such. In our replication of Tangen and Allan using the
bacteria cover story (Experiment 2B trial-by-trial en-
coding condition), the strong alternative, which had a
contingency of .67, was rated only 28.6—far weaker than
in the cover stories in which nonnormative discounting
was found. With the other cover stories (trial-by-trial

Figure 4. (A) Causal ratings for the target in Experiment 2A (disease cover story). (B) Causal ratings for the target in Experiment 2B
(bacteria cover story). (C) Causal ratings for the target in Experiment 3 (modified bacteria cover story). HA-Ind, high-alternative in-
dependent condition; LA-Ind, low-alternative independent condition. In both LA-Ind and HA-Ind conditions, the conditional con-
tingency for the target was .33. Error bars represent �1 SE.
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versions), the strong alternative was rated 68.7 (plant)
and 69.5 (disease). The failure to find nonnormative dis-
counting with the bacteria cover story therefore may result
from subjects’ failure to recognize the strong alternative
as such. Indeed, when given the bacteria cover story, sub-
jects assigned less causality to either cue than they did
with other cover stories (e.g., compare the magnitude of
the causal ratings of the target cue in Figure 4A, the dis-
ease cover story, with that in Figure 4B, the bacteria
cover story).

A structural difference in the causal scenarios be-
comes apparent when we take a closer look at the ques-
tion that is being asked of subjects in each of these ex-
periments. This structure is illustrated in Figure 5. On
each trial in the plant story, subjects are initially shown
a plant without a bloom and must answer the question of
whether the plant will bloom, and then receive feedback
about whether the plant bloomed. After many trials, sub-
jects evaluate the effectiveness of each liquid on plant
blooming. On each trial in the disease story, subjects are
shown a person with the disease, make a judgment about
whether the patient will be cured, and then receive feed-
back as to whether the patient was cured. In both the
plant and disease stories, an increase in the positive ef-
fectiveness of the interventions (i.e., cues) is associated
with a change in the status quo: A plant without a bloom
now has a bloom; a person with a disease is now disease
free. In the bacteria story, however, an increase in the
positive effectiveness of the interventions is associated
with a maintenance of the status quo. On each trial in the
bacteria story, subjects are shown a petri dish with the

bacteria, make a judgment about whether the bacteria
will survive (i.e., whether the petri dish will continue to
have the bacteria), and then receive feedback about
whether the bacteria did survive. This structure requires
subjects to pay particular attention to what would have
happened in the absence of either intervention (i.e., the
base rate). In order to assign causality to either chemical
in the bacteria cover story, one must recognize that in the
absence of these cues, the bacteria would likely die. This
type of base-rate information may be difficult for sub-
jects to use, and it has been shown that subjects think it
the least important piece of covariation information for
assessing the contingency between events (Kao & Wasser-
man, 1993; Mandel & Lehman, 1998). Thus subjects read-
ing the bacteria cover stories may have had difficulty as-
signing significant causality to either cue. According to this
analysis, rephrasing the causal question posed to the sub-
jects so that they must determine how effective each chem-
ical is in killing the bacteria (i.e., changing the status quo)
should lead to greater causal attribution overall, allowing
subjects to recognize the strong alternative as strongly con-
tingent. As a result, with the minor reframing of the causal
question, we predict that subjects will discount.

EXPERIMENT 3

In Experiment 3, we assessed the possibility that the di-
rection of causal judgment and the wording of the depen-
dent variable caused the lack of nonnormative discounting
in Tangen and Allan’s (2003) results and our Experi-
ment 2B. The experiment was identical to Experiment 2B,

Figure 5. Structure of the causal question in all experiments. Solid lines in-
dicate maintenance of the status quo, and dashed lines a change from the sta-
tus quo. Placement of the words causality question indicates the type of judg-
ment subjects made regarding the interventions (i.e., whether the interventions
helped maintain or helped change the status quo).
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with the exception that subjects now rated the effective-
ness of the chemicals in killing the bacteria. Experiment 3
used only a trial-by-trial encoding condition.

Method
Subjects

Thirty undergraduates participated in partial fulfillment of a
course requirement.

Design and Procedure
We manipulated one between-subjects factor, the contingency

between the cause and effect (HA-Ind vs. LA-Ind). Subjects were
told that they were to determine whether each of two different
chemicals was effective in killing bacteria in a petri dish. Subjects
encoded the contingency information on a trial-by-trial basis. On
each trial, subjects saw various combinations of the two chemicals
added to different petri dishes containing bacteria. Subjects pre-
dicted whether the bacteria would die, and on each trial received
feedback regarding whether the bacteria died. Subjects rated the ef-
fectiveness of each chemical in killing the bacteria.

Results

As predicted, subjects’ causal ratings of the target
chemical revealed nonnormative discounting (see Fig-
ure 4C). Subjects rated the target as less causal in the
HA-Ind condition than in the LA-Ind condition [t(28) �
2.34, p � .024]. This difference was not apparent in the
initial trial-by-trial ratings of the target [t(29) � 0.56,
p � .579]. As one might expect given the finding of non-
normative discounting, subjects appropriately rated the
alternative chemical as more causal in the HA-Ind con-
dition (M � 54.2, SE � 7.2) than in the LA-Ind condi-
tion (M � �33.8, SE � 13.4) [t(28) � �6.27, p � .001].
This same pattern was seen in the initial trial-by-trial rat-
ings of the alternative [t(28) � �3.20, p � .003].

Summary

The results of Experiment 3 confirmed our hypothe-
sis that Tangen and Allan’s (2003) and our own failure to
find nonnormative discounting using the bacteria cover
story was the result of the structure of the causal sce-
nario. In those experiments, subjects were asked if an in-
tervention would maintain the current status of bacteria
in a petri dish and subjects overall attributed little causal
effectiveness to either the strong alternative or the target
cue. In the present experiment, when subjects were asked
to determine whether an intervention effects a change in
the current status of bacteria in a petri dish, they recog-
nized the strong alternative as such and, as a result, dis-
counted their causal ratings of the moderately contingent
target.5

EXPERIMENT 4

In our final experiment, we sought to determine whether
nonnormative discounting is a necessary product of the
contingency learning or causal reasoning process, or
whether it can be flexibly applied. We examined whether
subjects would no longer discount when given a reason
to more accurately assess the moderately contingent cue.

We asked subjects to evaluate the effectiveness of two dif-
ferent cures in treating a deadly virus. The cover story was
similar to that of Experiment 2A (patient /medicines), ex-
cept that we manipulated the cost of producing the strong
alternative. In one condition, the strong alternative cure
was very expensive to produce and the target cure very
cheap to produce. In the other condition, both the cures
were very cheap to produce. We expected that if subjects
could flexibly apply discounting, then they would no
longer discount the target cure when the strong alterna-
tive cure was very expensive to produce.

Method
Subjects

One hundred twelve undergraduates participated in partial ful-
fillment of a course requirement.

Design
We manipulated two between-subjects factors: the relative cost

of producing the strongly contingent alternative medication (ex-
pensive, same) and the contingency between the cues and outcome
(HA-Ind, LA-Ind).

Procedure
As in Experiment 2A, subjects were told that their task was to

determine the effectiveness of two potential cures of a deadly virus.
Additionally, they were told that they were under some pressure
from the World Health Organization to produce an inexpensive
cure. Subjects in the “expensive” condition were further told that
the one of the potential cures cost $3,000 and the other $20 to pro-
duce a 30-day treatment program. Subjects in the “same” condition
were told that both potential cures cost $20 to produce. Subjects
then encoded the contingency information on a trial-by-trial basis
and made causal ratings as in Experiment 2A.

Results

Causal Ratings of Target Cure
As depicted in Figure 6, the presence of nonnormative

discounting in the final ratings of the target varied with
the expense of the alternative. The ANOVA with contin-
gency condition (HA-Ind, LA-Ind) and expense of alter-
native (expensive, same) as factors yielded no effect of
contingency condition [F(1,108) � 3.32, MSe � 999,
p � .071] and no other effects (Fs � 1). Planned com-
parisons within each level of expense revealed that when
the alternative was expensive relative to the target, sub-
jects did not significantly discount; that is, they rated the
target similarly in the HA-Ind and LA-Ind conditions
[t(49) � �.52, p � .604]. However, when the alternative
and target cost the same, subjects discounted. They rated
the target lower in the HA-Ind condition than in the LA-
Ind condition [t(59) � �2.21, p � .031]. This same pat-
tern did not emerge in the initial trial-by-trial ratings of
the target; in both expensive and same conditions, sub-
jects did not discount [t(49) � �1.43, p � .159, and
t(59) � �.93, p � .357, respectively].

Causal Ratings of Alternative Cure
An ANOVA on the causal ratings of the alternative re-

vealed an effect of contingency condition [F(1,108) �
143.15, MSe � 1,526, p � .001] and no other effects
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(Fs � 1). Subjects appropriately gave the alternative
higher causal ratings in the HA-Ind conditions (M �
53.6, SE � 3.8) than in the LA-Ind conditions (M �
�35.2, SE � 5.9). Subjects’ initial trial-by-trial ratings
showed this same sensitivity to the contingency of the al-
ternative [t(110) � 12.42, p � .001].

Summary

Experiment 4 demonstrates that when given a reason
to more accurately assess the moderately contingent cue,
subjects refrain from discounting. Whereas varying the
expense of the alternative affected the causal ratings of
the target, it did not affect the causal ratings of the alter-
native itself. These results suggest that the lack of dis-
counting when the alternative was expensive was not the
result of ignoring or discounting that expensive alterna-
tive. Nonnormative discounting effects are therefore not
the necessary product of a competitive learning process.

GENERAL DISCUSSION

In the present set of experiments, we distinguished
two types of cue interaction in simultaneous blocking
paradigms: the process of controlling for alternative
causes (i.e., conditionalization) and nonnormative dis-
counting. We demonstrated that when subjects recognize
the presence of a strongly contingent alternative cause,
they exhibit nonnormative discounting. This nonnorma-
tive discounting is, however, sensitive to the structure of
the causal cover story. Finally, we demonstrated that
nonnormative discounting is not the necessary product
of a contingency learning or causal judgment process,

because subjects refrain from discounting when moti-
vated to more accurately evaluate the target cause.

This nonnormative discounting effect is a reliable one.
We expected to see discounting in the Experiment 1
summary and trial-by-trial conditions; Experiment 2A
summary and trial-by-trial conditions; Experiment 3;
and Experiment 4 cheap condition. In five of these six
theoretically driven comparisons in which we expected
to find discounting, we did indeed find that subjects
rated the target significantly lower in the HA-Ind condi-
tion than in the LA-Ind condition (Table 1).

Our nonnormative discounting results are consistent
with a number of other findings in the literature in which
subjects demonstrate cue interaction effects in situations
in which it is not statistically normative (Baker et al.,
1993; Busemeyer et al., 1993; Price & Yates, 1993; Vallée-
Tourangeau et al., 1994). Existing theories of causal rea-
soning do not predict this kind of cue interaction; in fact,
both the traditional Rescorla-Wagner associative ac-
count and the conditional contingency account predict
that subjects’ causal ratings should follow the pattern of
conditional contingencies (i.e., they should not exhibit
nonnormative discounting).6

Our results suggest that nonnormative discounting is
not the result of a competitive learning process, since
subjects do not necessarily discount. Likewise, although
we make no claim about the algorithm that might com-
pute the discounted contingencies themselves, because it
is seen in both trial-by-trial and summary information
encoding tasks, the nonnormative discounting effect is
probably not the result of an associative learning process.

Confounds in Contingency Construction
Constructing contingencies is complicated in that many

factors one might like to vary, or hold constant, are not in-
dependent of each other. We see two minor confounds rel-
evant to our design and conclusions. First, a confound
arises from differences in the number of cue–outcome
pairings in the low- and high-alternative conditions. In the
LA-Ind condition, the outcome never occurs in the ab-
sence of the target. In the HA-Ind condition, however, the
outcome occurs in the absence of the target one third of
the time. Such a difference may affect subjects’ percep-
tions of the causal role of the target. In particular, they
may be more confident of its causal role in the LA-Ind
condition than in the HA-Ind condition, and this may
translate into higher causal ratings in the LA-Ind condi-
tion. This difference, however, cannot explain all nonnor-
mative discounting effects. For example, Baker et al.
(1993, Experiment 1) found nonnormative discounting
even though the outcome took place in the absence of the
target in both low- and high-alternative conditions.

A second confound arises from the difference in the
outcome density (i.e., the probability of the occurrence
of the outcome) of our low- and high-alternative inde-
pendent conditions. The probability of the outcome oc-
curring in the LA-Ind condition is 0.17 and in the HA-
Ind condition it is .50. Others have shown human causal

Figure 6. Causal ratings for the target in Experiment 4 (ex-
pense of alternative manipulation). HA-Ind, high-alternative in-
dependent condition; LA-Ind, low-alternative independent con-
dition. In both LA-Ind and HA-Ind conditions, the conditional
contingency for the target was .33. Error bars represent �1 SE.
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judgments to be sensitive to outcome density (Baker,
Berbrier, & Vallée-Tourangeau, 1989; Shanks, 1985).
However, differences in outcome density typically pro-
duce patterns in causal judgments opposite that which
we observed (i.e., higher outcome densities are associ-
ated with an increase in subjects’ causal judgments).
Therefore, although there are differences in the outcome
density between the two independent conditions, the
nonnormative discounting results cannot be explained by
such differences.

Reasons for Nonnormative Discounting
We acknowledge two possibilities for why subjects

demonstrate nonnormative discounting. One possibility
is that nonnormative discounting is the result of some sort
of general cognitive comparison process. For example,
one could imagine that merely by virtue of being in the
presence of something large, a moderately sized item
might suddenly look smaller. Such context effects are
seen in judgments about the size of animals (Cech &
Shoben, 1985). Discounting may thus be a general cog-
nitive phenomenon, one not unique to causal reasoning
tasks. Nonnormative discounting has been demonstrated
in a covariation-detection task that did not have an ap-
parent causal cover story. Subjects judged whether a tri-
angle, a circle, and a square appeared together. A strong
relationship between the appearance of the triangle and
square reduced subjects’ estimates that the circle and the
square appeared together. This effect, however, was small
in contrast to those seen with causal cover stories (Vallée-
Tourangeau et al., 1994). Additionally, if nonnormative
discounting were a general cognitive comparison or per-
ceptual phenomenon, one would expect it to be apparent
in frequency estimates; however, such effects do not
occur (Price & Yates, 1995). Evidence as to whether dis-
counting is the product of a more general cognitive com-
parison phenomenon is fairly ambiguous at this point.

A second possible explanation for nonnormative dis-
counting is that it is the result of some sort of causal
metabelief (a term introduced by Shanks, 1991) similar to
the deductive reasoning account of blocking suggested by
De Houwer and Beckers (2003). Causal inference is likely
the result of an interaction between subjects’ beliefs about
causation and the actual covariation between the target cue
and effect (Alloy & Tabachnik, 1984). This notion is con-
sistent with the causal-model theory of Waldmann and his
colleagues. According to causal-model theory, causal
knowledge is acquired through an interaction of top-down
and bottom-up processes. Waldmann and his colleagues
have shown how in a variety of situations, preexisting
knowledge about the particular causal situation, as well as
about causal situations in general, determines whether or
not subjects infer causation from covariation information
(Waldmann, 1996; Waldmann & Hagmayer, 1995, 2001;
Waldmann & Holyoak, 1990, 1992).

Causal metabeliefs, as well as domain-specific knowl-
edge and motivation, appear to determine how humans
process covariation information. These causal beliefs will
determine over what alternative causes subjects condition-

alize. For example, as demonstrated in various “Simpson’s
paradox” experiments, subjects will conditionalize only on
events believed to be causally relevant (Spellman, Price, &
Logan, 2001; Waldmann & Hagmayer, 1995, 2001). Sub-
jects are also more likely to conditionalize when moti-
vated to do so (Schaller, 1992). The nonnormative dis-
counting results in the present experiments may be due
to another type of causal metaknowledge—that is, a be-
lief that when there is a strong cause present, there are
not likely to be other causally relevant factors. However,
when motivated to look, people will do so.

Although the use of a discounting metabelief may
look nonnormative in the present procedure, given that
this belief is derived from causal situations in general or
judgment situations in general, it may in fact be a ratio-
nal inference (Macrae, Milne, & Bodenhausen, 1994).
For the case of causal attribution, Morris and Larrick
(1995) have shown how discounting is a normative in-
ference from most situations in which there are multiple
possible causes. Additionally, in many situations it may
be perfectly satisfactory to find only one cause. To return
to the allergy example in Figure 1, if a physician pre-
scribed both an antihistamine and a nasal steroid for your
allergies, you would need to find only one causal agent
in order to get allergy relief. Nonnormative discounting,
therefore, may reflect a rational inference given the
pragmatics of everyday causal reasoning.

Conclusion

Whereas much recent research has focused on condi-
tionalization as a normative explanation for cue inter-
action effects, in the present paper we demonstrate that
cue interaction may exist even when it is not statistically
normative and that neither normative statistical models
nor traditional associative models readily account for this
nonnormative discounting. Nonnormative discounting
exists beyond conditionalization; it occurs for both sum-
mary and trial-by-trial information; its use depends on
the wording of causal cover story; and it may be flexibly
applied (depending on motivation). Thus, our results sug-
gest that people do control for alternative causes; that is,
they act like intuitive scientists, but people also act ratio-
nally “irrational” by discounting moderately contingent
causes in the presence of highly contingent alternatives.
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NOTES

1. The term discounting was chosen because the nonnormative cue
interaction we describe in this paper fits the use of this term in the
causal attribution literature. Kelley (1972a, 1972b) introduced two dif-
ferent uses of the term, defining the discounting principle as follows:

The role of a given cause in producing a given effect is discounted if
other plausible causes are also present. This discounting is reflected in
various ways. The attributor is less confident that the observed effect re-
flects the given cause. He is less willing to infer that the magnitude of
the given cause is as great as might otherwise be indicated by the mag-
nitude of the observed effect. (1972a, p. 8)

Thus, one use of the term discounting is in judging whether a target
cause was present given the existence of alternative causes (Kelley,
1972b). Discounting occurs when one becomes less confident that
Cause X was present when told that Cause Y was also present (see Mor-
ris & Larrick, 1995, for a review). The second use of the term dis-
counting is in judging a target cause’s strength given the existence of al-
ternative causes (Kelley, 1972a). Discounting occurs when one judges
Cause X as less causal when it is learned about in the presence of
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Cause Y (e.g., Hansen & Hall, 1985). Our use of the term discounting
is in accord with this second usage, which we believe also reflects its
common English meaning.

2. One can also conditionalize on the presence of the alternative. To
do so using the allergy example, one would evaluate ΔP for the target
only in those cases in which the nasal steroid was present. Evaluating
the left-hand column of the contingency table in Figure 1, we calculate
18/18 � 6/6 � 0. In this instance, conditionalizing on the presence of
the alternative yields the same value as conditionalizing on the absence
of the alternative. This equality need not hold. However, it does so in all
experiments reported in this paper.

3. One can also calculate derived causal ratings on the basis of the pre-
dictions subjects make on each trial (e.g., see Tangen & Allan, 2003), al-
though such calculations require the assumption that subjects are using
a probability-matching strategy. Results based on the derived ratings for
Experiments 2–4 are available from K.M.G.

4. Using the approach recommended by Keppel (1991, pp. 177-180),
we perform a limited number of planned comparisons and control the
per-comparison error rate rather than the experiment-wise error rate.
We acknowledge that there are true theoretical divides concerning how
to deal with multiple comparisons. The arbitrariness involved in both
defining a family over which to control Type I error and the decision to
control Type I error at the sacrifice of increasing Type II error have led
us to not correct for multiple comparisons. Although our own conclu-

sions are based on the uncorrected alpha values, we report exact p val-
ues to 3 decimal places for all of our comparisons. As such, if a reader
wished to correct for multiple comparisons and apply a Bonferroni cor-
rection, he/she need only divide alpha by the number of comparisons
and compare our p values to this conservative criterion.

5. One might note that in the Baker et al. (1993) tank experiments in
which nonnormative discounting was observed, an increase in the posi-
tive effectiveness of the interventions (camouflage and spotter plane) was
associated with a maintenance in the status quo much like the original
Tangen and Allan (2003) bacteria story. In the Baker experiments, inter-
ventions work when the intact tank successfully crosses the minefield
(i.e., still intact). The important difference between the original bacteria
story and the tank experiment is that there is a causal mechanism for tanks
exploding in the absence of any treatment: mines. There is not, however,
a causal mechanism for bacteria dying in the petri dish in the absence of
any treatment. This difference may lead subjects to make assumptions
about what would have happened in the absence of any treatment: ex-
ploding tanks (change) and living bacteria (status quo). A priori beliefs
about causal mechanisms are known to influence causal judgments (e.g.,
Ahn, Kalish, Medin, & Gelman, 1995; Fugelsang & Thompson, 2001).

6. The predictions of these two accounts converge on the conditional
contingency only when the two conditional contingencies (i.e., that
based on the absence and that based on the presence of the alternative
cause) are equal. Such was the case in the present experiments.

APPENDIX
Cover Stories for All Experiments

Experiment 1: Plant Cover Story
While looking through the garage of the house you have just rented, you find some very interesting-looking

containers of liquid. Your landlady tells you that some of them are very expensive plant-treatment liquids and
some of them are just colored water. Of the plant treatment liquids, she remembers that some of them are
flower-growth stimulators (fertilizers) and some are flower-growth inhibitors and that the liquids came in var-
ious strengths—but she does not remember which liquid is which. She does want you to find out, however,
and is willing to reduce your rent if you can prove to her that you can distinguish them. You can do so by pour-
ing the liquids on various plants in various combinations and then accurately predicting whether or not the
plant will produce a flower.

Experiment 2A: Disease Cover Story
The World Health Organization (WHO) has appointed you head of a project to track down a cure for a

deadly virus that has recently cropped up. You are currently evaluating two potential cures for the virus nick-
named Clear and Cloudy for how they look in liquid-treatment form. You have the opportunity to determine
the effectiveness of the potential treatments by monitoring the outcomes of patients treated with various com-
binations of the treatments.

Experiment 2B: Bacteria Cover Story (after Tangen & Allan, 2003)
Scientists have recently discovered a new strain of bacteria in the human digestive system. Scientists are

interested in discovering whether certain chemicals affect the survival of the bacteria. As a member of the Na-
tional Science Foundation (NSF), you have been charged with this investigation. Currently, you are interested
in testing two different chemicals that you have nicknamed PURPLE and RED for how their molecules look
when stained. You will have the opportunity to see the results of trials in which these chemicals have been
added in various combinations to petri dishes containing the bacteria.

Experiment 3: Modified Bacteria Cover Story
Scientists have recently discovered a new strain of bacteria in the human digestive system. Scientists are

interested in discovering whether certain chemicals are effective in eliminating (i.e., killing) the bacteria. As
a member of the National Science Foundation (NSF), you have been charged with this investigation. Currently,
you are interested in testing two different chemicals that you have nicknamed PURPLE and RED for how their
molecules look when stained. You will have the opportunity to see the results of trials in which these chemi-
cals have been added in various combinations to petri dishes containing the bacteria.

Experiment 4: Disease Cover Story With Cost Manipulation
The World Health Organization (WHO) has appointed you head of a project to track down a cure for a

deadly virus that has recently cropped up. You are currently evaluating two potential cures for the virus nick-
named Clear and Cloudy for how they look in liquid-treatment form. You are under some pressure from the
government to find a cure that could be produced very cheaply. The Clear liquid is very expensive to produce,
costing well over $3,000 (U.S.) for a 30-day treatment program. The Cloudy liquid is very inexpensive to pro-
duce, costing only $20 for a 30-day treatment program. You have the opportunity to determine the effective-
ness of the potential treatments by monitoring the outcomes of patients treated with various combinations of
the treatments.


