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Recommendations of the SHU Senate AI Working Group
https://scholarship.shu.edu/cgi/viewcontent.cgi?article=2470&context=faculty-senate-agendas&preview_mode=1&z=1715203324

 
A STUDENT GUIDE TO AI LITERACY---MLA
https://style.mla.org/student-guide-to-ai-literacy/?utm_campaign=sourceoct24&utm_medium=email&utm_source=mlaoutreach

A Student’s Guide to Not Writing with ChatGPT
From <https://www.arthurperret.fr/blog/2024-11-14-student-guide-not-writing-with-chatgpt.html> 
 
Learn with AI
https://umaine.edu/learnwithai/
 
Is It Time to Regulate AI Use on Campus? 
https://www.chronicle.com/article/is-it-time-to-regulate-ai-use-on-campus?utm_source=Iterable&utm_medium=email&utm_campaign=campaign_11711289_nl_Academe-Today_date_20241115&sra=true

AI Policies and Guidelines
https://higheredstrategy.com/ai-observatory-home/ai-observatory-policies-and-guidelines/

“Professors proceed with caution using AI-detection tools; Mixed performance by AI-detector tools leaves academics with no clear answers”
https://www.insidehighered.com/news/tech-innovation/artificial-intelligence/2024/02/09/professors-proceed-caution-using-ai

The New Artificial Intelligentsia
In the fifth essay of the Legacies of Eugenics series, Ruha Benjamin explores how AI evangelists wrap their self-interest in a cloak of humanistic concern.
By Ruha BenjaminOctober 18, 2024
https://lareviewofbooks.org/article/the-new-artificial-intelligentsia/
 
LLMs Are Not Intelligent
From <https://joshbrake.substack.com/p/llms-are-not-intelligent?utm_source=post-email-title&publication_id=634571&post_id=151201032&utm_campaign=email-post-title&isFreemail=true&r=ckzl&triedRedirect=true&utm_medium=email> 
 
Apathetic resistance, or where AI-use might be going from here
https://medium.com/@ldumin157/apathetic-resistance-or-where-ai-use-might-be-going-from-here-77c7e3044f23
 
GENERATIVE AI: WHAT YOU NEED TO KNOW (LOTS OF RESOURCES)
https://needtoknow.fyi/
 
AI AND THE MYTH OF PERSONALIZED LEARNING
https://leonfurze.com/2024/10/30/ai-and-the-myth-of-personalised-learning/?fbclid=IwY2xjawGPyg9leHRuA2FlbQIxMQABHTQ98wTjF0tjZUWRq-1pT5NjC8_lfYAdwQMAkNttXM0f9le9hH4hPP9q7A_aem_VWJRqX4ZChIyvJk6wHxG1A
 
Burn It Down: A License for AI Resistance
Resistance is not futile, Melanie Dusseau writes.
From <https://www.insidehighered.com/opinion/views/2024/11/12/burn-it-down-license-ai-resistance-opinion> 

AI GLASSES
https://www.evenrealities.com/g1  

A compilation of ACTFL resources with content and insight into how AI is transforming our profession. https://www.actfl.org/educator-resources/ai-resources
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Recommendations of AI Working Group 
Summary 
The Academic Integrity Working Group was created by the Faculty Senate and formally constituted 
in January 2024. The faculty members who served in the group during the Spring of 2024 are: 


• Sara Gras (Law) – volunteered as chair 
• Beverly Kass (Nursing) 
• Dena Levine (Communication, Media, and the Arts) 
• Mark Molesky (History) 
• Youssef Yacoubi (Languages, Literature, and Cultures) 
• Brandon Valeriano (Diplomacy) 


The group met 7 times over the Spring semester to discuss how best to discuss the Faculty Senate 
charge from September 8th, 2023: “The Committee is charged with reviewing the current University 
policy of Academic Integrity and recommending changes in light of the availability of Generative AI 
tools. Further, the Committee is charged with reviewing College and University procedures for 
adjudicating violations of academic integrity and making recommendations for their improvement.” 


SGA Head of Academic Affairs, Aidan McCoy, presented to the group on 2/19 to share the student 
perspective on generative AI. The group also collected and reviewed the 16 publicly available 
academic integrity/honor code policies promulgated by individual departments, schools, and 
colleges within Seton Hall University, as well as the general statement on Academic and 
Professional Integrity published on the Department of Student Life webpage. In addition, the group 
reviewed a selection of generative AI policies from other institutions, as well as scholarly articles on 
the subject, the most instructive of which are appended here. 


Findings 
These policies have some core similarities but also differ in many ways. Only two of the policies 
reviewed explicitly address the use of generative AI (Law and Nursing). A summary of the 
similarities and differences is as follows: 


Similarities in Academic Integrity Policies Across Seton Hall Departments: 
Core Definition: All departments define academic dishonesty as violations encompassing 
plagiarism and cheating. Plagiarism is generally understood as using the ideas or words of others 
without proper citation. Cheating involves giving or receiving unauthorized help in exams or 
assignments. 


Consequences: A failing grade on the assignment or course is the most common penalty across 
departments. Several departments mention harsher punishments for repeat offenses, including 
failing the course, expulsion from the program or university. 







Student Responsibility: All policies emphasize student responsibility for upholding academic 
integrity. This includes understanding proper citation methods and completing assignments 
independently. 


Faculty Authority: Instructors retain the discretion to determine the severity of a penalty based on 
the specific circumstances. Many departments allow instructors to supplement the general policy 
with their own course-specific guidelines. 


Differences in Academic Integrity Policies Across Seton Hall Departments: 
Specificity: Some departments, like English, give detailed and specific examples of plagiarism and 
cheating. 


Severity: While a failing grade is common, some departments, like Diplomacy and Philosophy, 
explicitly mention suspension or dismissal as potential consequences. Some policies indicate that 
a certain number of repeat offenses will result in a recommendation of expulsion. 


Process: There is less consistency regarding the reporting process for violations. Some 
departments outline procedures, while others are silent on this point. 


Other Institutional Policies 
Other institutions have promulgated policies that explicitly describe the unauthorized use of 
generative AI to be a form of academic dishonesty, including for assignments, exams, or quizzes. 
One policy specifies that generative AI may not be “employed for a use that would constitute 
plagiarism if the generative AI source were a human or organizational author.”1 Policies generally 
afford instructors latitude to develop more specific terms and conditions for the use of generative 
AI in their courses, whether that is permitting use of specific AI tools while banning others or 
allowing the use of generative AI with acknowledgment.  


Working Group Discussion 
Discussion amongst the group members highlighted areas where more information was needed, 
specifically: 


• The baseline level of faculty knowledge about actual and/or potential uses of generative AI 
by students. 


• The level of concern amongst faculty in different disciplines about the use of generative AI in 
assessments (due to method and form of assessment, it seemed that some faculty were 
very concerned, while others were not). 


• The availability of software with generative AI functionality across the university beyond 
those available online, as well as current or future availability of tools to effectively detect 
the use of generative AI. 


To gather additional data, the AI Working Group reached out to the TLTR Faculty Chair, Prof. Renee 
Robinson, to discuss collaboration with the recently announced TLTR AI subcommittee on a faculty 


 
1 E.g. Berkeley Law Generative AI Rule, available at: https://docs.google.com/document/d/1u9Mrblb4-
CKIk_WFqLZvg1twpSEIRqHZuQ-8WtMT6eE/edit (last viewed 4/25/24). 



https://docs.google.com/document/d/1u9Mrblb4-CKIk_WFqLZvg1twpSEIRqHZuQ-8WtMT6eE/edit

https://docs.google.com/document/d/1u9Mrblb4-CKIk_WFqLZvg1twpSEIRqHZuQ-8WtMT6eE/edit





survey. That survey should be sent out to faculty before the end of the academic year. This group 
has requested that survey results be shared with the Executive Committee to determine how and by 
whom the information should be disseminated to the faculty. 


Recommendations 
Due to the widely varied Academic Integrity policies of Seton Hall’s departments and schools, a 
uniform change to existing policies and procedures is untenable. At this time, the AI Working Group 
makes the following recommendations: 


Promulgation of General Policy on Generative AI and its Misuse: 
That a policy be issued by the Office of the Provost on the misuse of generative AI. It should: 


• Briefly explain what generative AI is and how it can be used to create text, code, or other 
academic content. 


• Clearly state that using generative AI to produce content that is then presented as a 
student's own work is a violation of academic integrity. 


• Emphasize that consequences for using generative AI to cheat will be similar to those for 
plagiarism or other forms of academic dishonesty. 


• Potentially include examples of how generative AI could be misused, such as: 
o Having AI generate entire essays or assignments. 
o Using AI to paraphrase existing work without proper citation. 
o Submitting AI-generated code without understanding its functionality. 


Departmental Policy Review 
Policies of individual schools and departments should undergo rigorous review and revision to 
incorporate the language of this general policy, and add specific provisions relevant to the 
discipline, since the Working Group recognizes that it may be important for some programs to 
encourage the use of generative AI as a professional tool while others may not identify any 
legitimate use. Data from the joint survey with the TLTR subcommittee should be disseminated to 
departments and schools to inform these revisions. 


Departmental policies should provide clear and consistent expectations for students enrolled in 
courses about what uses of generative AI tools are permissible, if any, even if that only includes 
class preparation or creating study materials. Students should be encouraged to ask questions of 
faculty and administration about the use of automated and/or generative systems, including when 
and how technology, including AI, is being utilized to assess their work for violations of academic 
integrity. The Working Group strongly cautions against over-reliance on AI detection tools and 
recommends departments include language in their policies to clarify that these are used only as 
part of a holistic approach to assessing academic dishonesty. Students should be informed by their 
instructor how they can demonstrate the originality of their work if it is challenged.  


Departments should review these policies annually to determine whether, in light of technological 
developments or changing standards within the associated professions, amendments to the policy 
are needed. 







Conclusions 
In summary, the AI Working Group makes two recommendations: 


1. Publication by the Office of the Provost of a general statement on Generative Artificial 
Intelligence and Academic Integrity to the entire Seton Hall University community.  


2. University-wide review of Academic Integrity policies at the Department/School level to 
ensure policies on permissible and impermissible use of generative AI are clearly 
communicated to students and faculty with periodic updates to policies as AI technology 
evolves. 


The members of the working group believe these recommendations fulfill the charge of the 
Executive Committee and do not believe this group needs to be extended.  
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